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DBMS Assignment Questions

UNIT-1

1. DATABASE SYSTEM APPLICATIONS: The following are the various kinds of applications/organizations uses databases for their business processing activities in their day-to-day life. They are:

1. Banking: For customer information, accounts, and loans, and banking transactions.
2. Airlines: For reservations and schedule information. Airlines were among the first to use databases in a geographically distributed manner—terminals situated around the world accessed the central database system through phone lines and other data networks.
3. Universities: For student information, course registrations, and grades.
4. Credit Card Transactions: For purchases on credit cards and generation of monthly statements.
5. Telecommunication: For keeping records of calls made, generating monthly bills, maintaining balances on prepaid calling cards, and storing information about the communication networks.
6. Finance: For storing information about holdings, sales, and purchases of financial instruments such as stocks and bonds.
7. Sales: For customer, product, and purchase information.
8. Manufacturing: For management of supply chain and for tracking production of items in factories, inventories of items in warehouses/stores, and orders for items.
9. Human resources: For information about employees, salaries, payroll taxes and benefits, and for generation of paychecks.
11. Web: For access the Bank accounts and to get the balance amount.
12. E–Commerce: For Buying a book or music CD and browse for things like watches, mobiles from internet

2. PURPOSE OF DATABASE SYSTEMS:

Structured and Described Data:
Fundamental feature of the database approach is that the database system does not only contain the data but also the complete definition and description of these data. These descriptions are basically details about the extent, the structure, the type and the format of all data and, additionally, the relationship between the data. This kind of stored data is called metadata (“data about data”).

Separation of Data and Applications:
Application software does not need any knowledge about the physical data storage like encoding, format, storage place, etc. It only communicates with the management system of a database (DBMS) via a standardized interface with the help of a standardized language like SQL. The access to the data and the metadata is entirely done by the DBMS. In this way all the applications can be totally separated from the data.

Data Integrity:
Data integrity is a byword for the quality and the reliability of the data of a database system. In a broader sense data integrity includes also the protection of the database from unauthorized access (confidentiality) and unauthorized changes. Data reflect facts of the real world.

Transactions:
A transaction is a bundle of actions which are done within a database to bring it from one consistent state to a new consistent state. In between the data are inevitable inconsistent. A transaction is atomic what means that it cannot be divided up any further. Within a transaction all or none of the actions need to be carried out. Doing only a part of the actions would lead to an inconsistent database state.

3. VIEW OF DATA:
Abstraction is one of the main features of database systems. Hiding irrelevant details from user and providing abstract view of data to users, helps in easy and efficient user-database interaction.
4. DATABASE LANGUAGES:
Database languages are used for read, update and store data in a database. There are several such languages that can be used for this purpose; one of them is SQL (Structured Query Language).

**Data Definition Language (DDL):** DDL is used for specifying the database schema. Let’s take SQL for instance to categorize the statements that comes under DDL.
To create the database instance – CREATE
To alter the structure of database – ALTER
To drop database instances – DROP
To delete tables in a database instance – TRUNCATE
To rename database instances – RENAME
All these commands specify or update the database schema that’s why they come under Data Definition language.

**Data Manipulation Language (DML):** DML is used for accessing and manipulating data in a database.
To read records from table(s) – SELECT
To insert record(s) into the table(s) – INSERT
Update the data in table(s) – UPDATE
Delete all the records from the table – DELETE

5. RELATIONAL DATA BASE:
A relational database management system (RDBMS) is a collection of programs and capabilities that enable IT teams and others to create, update, administer and otherwise interact with a relational database. Most commercial RDBMS use Structured Query Language (SQL) to access the database, although SQL was invented after the initial development of the relational model and is not necessary for its use.
UNIT-2

1. PRELIMINARIES:
A query language is a language in which user requests to retrieve some information from the database. The query languages are considered as higher level languages than programming languages. Query languages are of two types,

Procedural Language
Non-Procedural Language

1. In procedural language, the user has to describe the specific procedure to retrieve the information from the database.

Example: The Relational Algebra is a procedural language.

2. In non-procedural language, the user retrieves the information from the database without describing the specific procedure to retrieve it.

Example: The Tuple Relational Calculus and the Domain Relational Calculus are non-procedural languages.

2. RELATIONAL ALGEBRA:
The relational algebra is a procedural query language. It consists of a set of operations that take one or two relations (tables) as input and produce a new relation, on the request of the user to retrieve the specific information, as the output.

3. RELATIONAL CALCULUS:
Relational calculus is an alternative to relational algebra. In contrast to the algebra, which is procedural, the relational calculus is non-procedural or declarative.

It allows user to describe the set of answers without showing procedure about how they should be computed.

Relational calculus has a big influence on the design of commercial query languages such as SQL and QBE (Query-by Example).

Relational calculus are of two types,

Tuple Relational Calculus (TRC)
Domain Relational Calculus (DRC)
Variables in TRC takes tuples (rows) as values and TRC had strong influence on SQL.

Variables in DRC takes fields (attributes) as values and DRC had strong influence on QBE.

i) Tuple Relational Calculus (TRC):

The tuple relational calculus, is a non-procedural query language because it gives the desired information without showing procedure about how they should be computed.

A query in Tuple Relational Calculus (TRC) is expressed as \( \{ T \mid p(T) \} \)

Where, \( T \) - tuple variable,

\( p(T) \) - ‘p’ is a condition or formula that is true for ‘t’.

In addition to that we use,

\( T[A] \) - to denote the value of tuple t on attribute A and

\( T \in r \) - to denote that tuple t is in relation r.

ii) Domain Relational Calculus (DRC):

A Duple Relational Calculus (DRC) is a variable that comes in the range of the values of domain (data types) of some columns (attributes).

A Domain Relational Calculus query has the form, \( \{ \lt x_1, x_2, \ldots, x_n \gt \mid p(\lt x_1, x_2, \ldots, x_n \gt) \} \)

Where, each \( x_i \) is either a domain variable or a constant and \( p(\lt x_1, x_2, \ldots, x_n \gt) \) denotes a DRC formula.

A DRC formula is defined in a manner that is very similar to the definition of a TRC formula. The main difference is that the variables are domain variables.

4. **EXPRESSIVE POWER OF ALGEBRA AND CALCULUS:**

The tuple relational calculus restricts to safe expressions and is equal in expressive power to relational algebra. Thus, for every relational algebra expression, there is an equivalent expression in the tuple relational calculus and for tuple relational calculus expression, there is an equivalent relational algebra expression.

A safe TRC formula \( Q \) is a formula such that,

For any given I, the set of answers for \( Q \) contains only values that are in \( \text{dom}(Q, I) \).

For each sub expression of the form \( \forall R(p(R)) \) in \( Q \), if a tuple \( r \) makes the formula true, then \( r \) contains
When the domain relational calculus is restricted to safe expression, it is equivalent in expressive power to the tuple relational calculus restricted to safe expressions. All three of the following are equivalent,
The relational algebra
The tuple relational calculus restricted to safe expression
The domain relational calculus restricted to safe expression

UNIT-3

1. INTRODUCTION TO SCHEMA REFINEMENT:

The fourth step in database design is to analyze the collection of relations in our relational database schema to identify potential problems, and to refine it. In contrast to the requirements analysis and conceptual design steps, which are essentially subjective, schema refinement can be guided by some elegant and powerful theory.

Data redundancy means duplication of data. It causes duplicate data at different locations which destroys the integrity of the database and wastage of storage space.

The problems of redundancy are:
1. Wasted Storage Space. 2. More difficult Database Updates. 3. A Possibility of Inconsistent data.

2. FUNCTIONAL DEPENDENCY:

The normalization theory based on the fundamental notion of FUNCTIONAL DEPENDENCY. Given a relation R, attribute A is functionally dependent on attribute B if each value of value of A in R is associated with precisely one value of B.

(OR)

In other words, attribute A is functionally dependent on B if and only if, for each value of B, there is exactly one value of A.

(OR)

Functional dependency is a relationship that exists when one attribute uniquely determines another attribute. If R is a relation with attributes X and Y, a functional dependency between the attributes is represented as X→Y, which specifies Y is functionally dependent on X.
Here \( X \) is a determinant set and \( Y \) is a dependent attribute. Each value of \( X \) is associated precisely with one \( Y \) value.

3. **Rules about Functional Dependencies**

The set of all FD’s implied by a given set \( F \) of FD’s is called the closure of \( F \), denoted as \( F^+ \). The following three rules, called Armstrong’s axioms, can be applied repeatedly to compute all FDs implied by a set of FDs. Here, we use \( X \), \( Y \) and \( Z \) to denote sets of attribute over a relation schema \( R \).

Rule 1: Reflexivity: if \( X \rightarrow Y \), then \( X \rightarrow Y \).

Rule 2: Augmentation: if \( X \rightarrow Y \), then \( XZ \rightarrow YZ \) for any \( Z \).

Rule 3: Transitivity: if \( X \rightarrow Y \) and \( Y \rightarrow Z \), then \( X \rightarrow Z \).

It is convenient to use some additional rules while reasoning about \( F^+ \).

Rule 4: Union: If \( x \rightarrow Y \) and \( X \rightarrow Z \), then \( X \rightarrow YZ \).

Rule 5: Decomposition: If \( X \rightarrowYZ \), then \( X \rightarrow Y \) and \( X \rightarrow Z \).

Rule 6: Pseudotranstivity: If \( X \rightarrow Y \) and \( Y \rightarrow P \), then \( XZ \rightarrow P \).

4. **INTRODUCTION TO NORMALIZATION:**

Redundancy:

- Redundancy means repetition of data.
- Redundancy increases the time involved in updating, adding, and deleting data.
- It also increases the utilization of disk space and hence, disk I/O increases.

**DEFINITION OF NORMALIZATION:**

- Normalization is scientific method of breaking down complex stable structures into simple table structures by using certain rules.
- Using this method, you can, reduce redundancy in a table and eliminates the problems of inconsistency and disk space usage.
- We can also ensure that there is no loss of information.

**Benefits of Normalization:**

- Normalization has several benefits.
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- It enables faster sorting and index creation, more clustered indexes, few indexes per table, few NULLs, and makes the database compact.
- Normalization helps to simplify the structure of table. The performance of an application is directly linked to database design.
- A poor design hinders the performance of the system.
- The logical design of the database plays the foundation of an optical database.

The following are the some rules that should be followed to achieve a good database design. They are:
  - Each table should have an identifier.
  - Each table should store data for single type entity.
  - Columns that accept NULLs should be avoided.
  - The repetition of values or columns should be avoided.

5. NORMAL FORMS:

The normalization results in the formation of that satisfy certain specified rules and represent certain normal forms.

The normal forms are used to ensure that several of anomalies and inconsistencies are not introduced in the database.

A table structure is always in a certain normal form. Several normal forms have been identified.

The following are the most important and widely used normal forms are:

- First normal form (1NF)
- Second normal form (2NF)
- Third normal form (3NF)
- Boyce-Codd Normal Form (BCNF)
- Fourth Normal Form (4NF)

The first, second and third normal forms are originally defined by Dr. E. F. Codd.

Later, Boyce and Codd introduced another form called the Boyce-Codd Normal form.

Unit 4

1. TRANSACTIONS:
A transaction is a unit of program execution that accesses and possibly updates various data items.

(or)

A transaction is an execution of a user program and is seen by the DBMS as a series or list of actions i.e., the actions that can be executed by a transaction includes the reading and writing of database.

**Transaction Operations:**

Access to the database is accomplished in a transaction by the following two operations,

1) read(X) : Performs the reading operation of data item X from the database.

2) write(X) : Performs the writing operation of data item X to the database.

**Example:**

Let T1 be a transaction that transfers $50 from account A to account B. This transaction can be illustrated as follows,

T1 : read(A);
A := A - 50;
write(A);
read(B);
B := B + 50;
write(B);

2. **Transaction Concept:**

- The concept of transaction is the foundation for concurrent execution of transaction in a DBMS and recovery from system failure in a DBMS.

- A user writes data access/updates programs in terms of the high-level query language supported by the DBMS.

- To understand how the DBMS handles such requests, with respect to concurrency control and recovery, it is convenient to regard an execution of a user program or transaction, as a series of reads and writes of database objects.
To read a database object, it is first brought in to main memory from disk and then its value is copied into a program. This is done by read operation.

To write a database object, in-memory, copy of the object is first modified and then written to disk. This is done by the write operation.

3. Serializability:
Schedule – A chronological execution sequence of a transaction is called a schedule. A schedule can have many transactions in it. When multiple transactions are being executed by the operating system in a multiprogramming environment, there are possibilities that instructions of one transaction are interleaved with some other transaction, each comprising of a number of instructions/tasks.
Serial Schedule – It is a schedule in which transactions are aligned in such a way that one transaction is executed first. When the first transaction completes its cycle, then the next transaction is executed. Transactions are ordered one after the other. This type of schedule is called a serial schedule, as transactions are executed in a serial manner.

4. Concurrency Control
In a multiprogramming environment where multiple transactions can be executed simultaneously, it is highly important to control the concurrency of transactions.
We have concurrency control protocols to ensure atomicity, isolation, and serializability of concurrent transactions.
Why DBMS needs a concurrency control?
In general, concurrency control is an essential part of TM. It is a mechanism for correctness when two or more database transactions that access the same data or data set are executed concurrently with time overlap. According to Wikipedia.org, if multiple transactions are executed serially or sequentially, data is consistent in a database. However, if concurrent transactions with interleaving operations are executed, some unexpected data and inconsistent result may occur. Data interference is usually caused by a write operation among transactions on the same set of data in DBMS. For example, the lost update problem may
occur when a second transaction writes a second value of data content on top of the first value written by a first concurrent transaction. Other problems such as the dirty read problem, the incorrect summary problem

Concurrency Control Techniques:
The following techniques are the various concurrency control techniques. They are:
concurrency control by Locks
Concurrency Control by Timestamps
Concurrency Control by Validation

5. TIMESTAMP ORDERING PROTOCOL:
This protocol guarantees that the execution of read and write operations that are conflicting is done in timestamp order.

Working of Timestamp Ordering Protocol:
The Time stamp ordering protocol ensures that any conflicting read and write operations are executed in time stamp order. This protocol operates as follows:

1) If TA executes read(x) instruction, then the following two cases must be considered,
   i) TS(TA) < WTS(x)
   ii) TS(TA) WTS(x)
Case 1 : If a transaction TA wants to read the initial value of some data item x that had been overwritten by some younger transaction then, the transaction TA cannot perform the read operation and therefore the transaction must be rejected. Then the transaction TA must be rolled back and restarted with a new timestamp.

Case 2 : If a transaction TA wants to read the initial value of some data item x that had not been updated then the transaction can execute the read operation. Once the value has read, changes occur in the read timestamp value (RTS(x)) which is set to the largest value of RTS(x) and TS

2) If TA executes write(x) instruction, then the following two cases must be considered,
   i) TS(TA) < RTS(x)
   ii) TS(TA) < WTS(x)
   iii) TS(TA) >WTS(x)
Case 1: If a transaction TA wants to write the value of some data item x on which the read operation has been performed by some younger transaction, then the transaction cannot execute the write operation. This is because the value of data item x that is being generated by TA was required previously and therefore, the system assumes that the value will never be generated. The write operation is thereby rejected and the transaction TA must be rolled back and should be restarted with new timestamp value.

Case 2: If a transaction TA wants to write a new value to some data item x, that was overwritten by some younger transaction, then the transaction cannot execute the write operation as it may lead to inconsistency of data item. Therefore, the write operation is rejected and the transaction should be rolled back with a new timestamp value.

Case 3: If a transaction TA wants to write a new value on some data item x that was not updated by a younger transaction, then the transaction can executed the write operation. Once the value has been written, changes occur on WTS(x) value which is set to the value of TS(TA).

Unit 5

1. COMPARISION FILE ORGANIZATIONS:
As we know already, database consists of tables, views, index, procedures, functions etc. The tables and views are logical form of viewing the data. But the actual data are stored in the physical memory. Database is a very huge storage mechanism and it will have lots of data and hence it will be in physical storage devices. In the physical memory devices, these datas cannot be stored as it is. They are converted to binary format. Each memory devices will have many data blocks, each of which will be capable of storing certain amount of data. The data and these blocks will be mapped to store the data in the memory.

Any user who wants to view these data or modify these data, simply fires SQL query and gets the result on the screen. But any of these queries should give results as fast as possible. But how these data are fetched from the physical memory? Do you think simply storing the data in memory devices give us the better results when we fire queries? Certainly not. How is it stored in the memory, Accessing method, query type etc makes great affect on getting the results. Hence organizing the data in the database and hence in the memory is one of important think about.

2. ISAM (INDEX SEQUENTIAL ACCESS METHOD):
This is an advanced sequential file organization method. Here records are stored in order of primary key in the file. Using the primary key, the records are sorted. For each primary key, an index value is generated and mapped with the record. This index is nothing but the address of record in the file.

In this

3. **B+ Tree:**

A B+ tree is a balanced binary search tree that follows a multi-level index format. The leaf nodes of a B+ tree denote actual data pointers. B+ tree ensures that all leaf nodes remain at the same height, thus balanced. Additionally, the leaf nodes are linked using a link list; therefore, a B+ tree can support random access as well as sequential access.

**Structure of B+ Tree**

Every leaf node is at equal distance from the root node. A B+ tree is of the order where \( n \) is fixed for every B+ tree.
4. **HASHING:**

- Bucket – A hash file stores data in bucket format. Bucket is considered a unit of storage. A bucket typically stores one complete disk block, which in turn can store one or more records.

- Hash Function – A hash function, \( h \), is a mapping function that maps all the set of search-keys \( K \) to the address where actual records are placed. It is a function from search keys to bucket addresses.

4. Static Hashing

In static hashing, when a search-key value is provided, the hash function always computes the same address. For example, if mod-4 hash function is used, then it shall generate only 5 values. The output address shall always be same for that function. The number of buckets provided remains unchanged at all times.
5. **LINEAR HASHING:**

Hash table is a data structure that associates keys with values. To know more about liner hashing refers Wikipedia. Here are main points that summarize linear hashing.

- Full buckets are not necessarily split
- Buckets split are not necessarily full
- Every bucket will be split sooner or later and so all Overflows will be reclaimed and rehashed.
- Split pointer s decides which bucket to split s is independent to overflowing bucket

15. **Tutorial topics with Questions**

16. **Unit Wise-Question Bank**

   i. Two Marks questions with Answers-5questions

   ii. Three marks questions with answers-5questions
iii. Five marks questions with answers-5 questions

iv. Objective questions with answers-10 questions

v. Fill in the blanks with answers-10 questions

UNITWISE-QUESTION BANK

UNIT-1

TWO MARKS QUESTIONS WITH ANSWER

1. What are five main functions of a database administrator?

   Schema definition
   Storage structure and access methods
   Schema and physical organization modification
   Granting of authorization for data access
   Integrity constraint specification

2. What is DBMS? What are the goals of DBMS?

   A database management system (DBMS) is system software for creating and managing databases. The DBMS provides users and programmers with a systematic way to create, retrieve, update and manage data. The DBMS manages three important things: the data, the database engine that allows data to be accessed, locked and modified -- and the database schema, which defines the database’s logical structure. These three foundational elements help provide concurrency, security, data integrity and uniform administration procedures. Typical database administration tasks supported by the DBMS include change management, performance monitoring/tuning and backup and recovery. Many database management systems are also responsible for automated rollbacks, restarts and recovery as well as the logging and auditing of activity.

3. Explain the transaction management in database

   Transaction Management. A transaction is one or more SQL statements that make up a unit of work performed against the database, and either all the statements in a transaction are committed as a unit or all the statements are rolled back as a unit.
4. Explain the relation between weak entity and strong entity?

The **Strong Entity** is the one whose existence does not depend on the existence of any other entity in a schema. It is denoted by a **single rectangle**. A strong entity always has the **primary key** in the set of attributes that describes the strong entity. It indicates that each entity in a strong entity set can be uniquely identified.

A **Weak entity** is the one that depends on its owner entity i.e. a strong entity for its existence. A weak entity is denoted by the **double rectangle**. Weak entity do **not** have the **primary key** instead it has a **partial key** that uniquely discriminates the weak entities. The **primary key of a weak entity** is a composite key formed from the **primary key of the strong entity** and **partial key of the weak entity**.

5. Explain the relationship and relationship set

A **relationship** is an association between several entities. A **relationship set** is a set of **relationships** of the same type. Formally it is a mathematical **relation** on (possibly non-distinct) **sets**.

THREE MARKS QUESTIONS WITH ANSWERS

1. List and explain the database system applications.

A **database-management system** (DBMS) is a computer-software **application** that interacts with end-users, other **applications**, and the **database** itself to capture and analyze data. A general-purpose DBMS allows the definition, creation, querying, update, and administration of **databases**.

2. Explain about DDL and DML languages.

**DML** stands for **Data Manipulation Language**. The schema (Table) created by **DDL** (Data Definition **Language**) is populated or filled using **Data Manipulation Language**. **DDL** fill the rows of the table, and each row is called **Tuple**. Using **DML**, you can insert, modify, delete and retrieve the information

3. What is the relational database query

**SQL** (Structured Query Language) is a programming language used to communicate with data stored in a **relational database management system**. For example, **SQLite** is a **relational database management system**. **SQL** it contains a minimal set of **SQL commands**

4. Explain the E-R diagram component
Entities, which are represented by rectangles

Actions, which are represented by diamond shapes, show how two entities share information in the database.

Attributes, which are represented by ovals.

What is a relation?
In relational database theory, a relation, as originally defined by E. F. Codd, is a set of tuples \((d_1, d_2, ..., d_n)\), where each element \(d_j\) is a member of \(D_j\), a data domain. ... A set of tuples having the same heading is called a body.

FIVE MARKS QUESTIONS WITH ANSWERS
What is a partial key? How is it represented in ER diagram? Give an example.

A partial key means just part of a key - some proper subset of the key attributes. In your example if the primary key of a Child was \((\text{Empid}, \text{ChildName})\) with Empid as a foreign key referencing the Employee then Child is a weak entity.

Entities are represented by means of rectangles. Rectangles are named with the entity set they represent. Relationship Relationships are represented by diamond-shaped box. Name of the relationship is written inside the diamond-box. All the entities (rectangles) participating in a relationship, are connected to it by a line.

Binary Relationship and Cardinality
A relationship where two entities are participating is called a binary relationship. Cardinality is the number of instance of an entity from a relation that can be associated with the relation.

One-to-one – When only one instance of an entity is associated with the relationship, it is marked as '1:1'. The following image reflects that only one instance of each entity should be associated with the relationship. It depicts one-to-one relationship.
**One-to-many** – When more than one instance of an entity is associated with a relationship, it is marked as '1:N'. The following image reflects that only one instance of entity on the left and more than one instance of an entity on the right can be associated with the relationship. It depicts one-to-many relationship.

![One-to-many relationship diagram](image)

**Many-to-one** – When more than one instance of entity is associated with the relationship, it is marked as 'N:1'. The following image reflects that more than one instance of an entity on the left and only one instance of an entity on the right can be associated with the relationship. It depicts many-to-one relationship.

![Many-to-one relationship diagram](image)

**Many-to-many** – The following image reflects that more than one instance of an entity on the left and more than one instance of an entity on the right can be associated with the relationship. It depicts many-to-many relationship.

![Many-to-many relationship diagram](image)

Define query. Explain the data manipulation language in detail.

**Data-Manipulation Language**

Data manipulation is
The retrieval of information stored in the database
The insertion of new information into the database
The deletion of information from the database
The modification of information stored in the database

A **data-manipulation language (DML)** is a language that enables users to access or manipulate data as organized by the appropriate data model. There are basically two types:

**Procedural DMLs** require a user to specify *what* data are needed and *how* to get those data.

**Declarative DMLs** (also referred to as *nonprocedural* DMLs) require a user to specify *what* data are needed *without* specifying how to get those data.

Declarative DMLs are usually easier to learn and use than are procedural DMLs. However, since a user does not have to specify how to get the data, the database system has to figure out an efficient means of accessing data. The DML component of the SQL language is nonprocedural.

A **query** is a statement requesting the retrieval of information. The portion of a DML that involves information retrieval is called a **query language**. Although technically incorrect, it is common practice to use the terms *query language* and *data manipulation language* synonymously.

This query in the SQL language finds the name of the customer whose customer-id is 192-83-7465:

```sql
select customer.customer-name
from customer
where customer.customer-id = 192-83-7465
```

The query specifies that those rows from the table *customer* where the *customer-id* is 192-83-7465 must be retrieved, and the *customer-name* attribute of these rows must be displayed.

Queries may involve information from more than one table. For instance, the following query finds the balance of all accounts owned by the customer with customerid 192-83-7465.

```sql
select account.balance
from depositor, account
where depositor.customer-id = 192-83-7465 and
depositor.account-number = account.account-number
```

There are a number of database query languages in use, either commercially or experimentally.

The levels of abstraction apply not only to defining or structuring data, but also to manipulating data. At the physical level, we must define algorithms that allow efficient access to data. At higher levels of abstraction, we emphasize ease of use. The goal is to allow humans to interact efficiently with the system. The query processor component of the database system translates DML queries into sequences of actions at the physical level of the database system.
What are the main components in a DBMS and briefly explain what they do.

The two main types of data dictionary exist, integrated and stand alone. An integrated data dictionary is included with the DBMS. For example, all relational DBMSs include a built in data dictionary or system catalog that is frequently accessed and updated by the RDBMS. Other DBMSs especially older types, do not have a built in data dictionary instead the DBA may use third party stand alone data dictionary systems.

Data dictionaries can also be classified as active or passive. An active data dictionary is automatically updated by the DBMS with every database access, thereby keeping its

Explain the following: i) View of Data ii) Data Abstraction iii) Instances and Schemas.

Data independence: Application programs should be as independent as possible from details of data representation and storage. The DBMS can provide an abstract view of the data to insulate application code from such details.

Efficient data access: A DBMS utilizes a variety of sophisticated techniques to store and retrieve data efficiently. This feature is especially important if the data is stored on external storage devices.

Data integrity and security: If data is always accessed through the DBMS, the DBMS can enforce integrity constraints on the data. For example, before inserting salary information for an employee, the DBMS can check that the department budget is not exceeded. Also, the DBMS can enforce access controls that govern what data is visible to different classes of users.

UNIT-2

TWO MARKS QUESTIONS WITH ANSWERS

1. Define a trigger. What are the differences between row level and statement level triggers?

A query language is a language in which user requests to retrieve some information from the database. The query languages are considered as higher level languages than programming languages. Query languages are of two types,

Procedural Language
Non-Procedural Language

1. In procedural language, the user has to describe the specific procedure to retrieve the information from the database.

Example: The Relational Algebra is a procedural language.

2. In non-procedural language, the user retrieves the information from the database without describing the specific procedure to retrieve it.
Example: The Tuple Relational Calculus and the Domain Relational Calculus are non-procedural languages.

2. Explain views in SQL language.

The relational algebra is a procedural query language. It consists of a set of operations that take one or two relations (tables) as input and produce a new relation, on the request of the user to retrieve the specific information, as the output.

3. What SQL construct enables the definition of a relation?

Relational calculus is an alternative to relational algebra. In contrast to the algebra, which is procedural, the relational calculus is non-procedural or declarative.

It allows user to describe the set of answers without showing procedure about how they should be computed. Relational calculus has a big influence on the design of commercial query languages such as SQL and QBE (Query-by Example).

Relational calculus are of two types,

Tuple Relational Calculus (TRC)

Domain Relational Calculus (DRC)

Variables in TRC takes tuples (rows) as values and TRC had strong influence on SQL.

Variables in DRC takes fields (attributes) as values and DRC had strong influence on QBE.

i) Tuple Relational Calculus (TRC):

The tuple relational calculus, is a non-procedural query language because it gives the desired information without showing procedure about how they should be computed.

A query in Tuple Relational Calculus (TRC) is expressed as \( \{ T | p(T) \} \)

Where, \( T \) - tuple variable,

\( P(T) \) - ‘p’ is a condition or formula that is true for ‘t’.

In addition to that we use,

\( T[A] \) - to denote the value of tuple t on attribute A and

\( T \in r \) - to denote that tuple t is in relation r.

ii) Domain Relational Calculus (DRC):

A Domain Relational Calculus (DRC) is a variable that comes in the range of the values of domain (data types) of some columns (attributes).

A Domain Relational Calculus query has the form, \( \{ <x_1, x_2, \ldots, x_n> | p(<x_1, x_2, \ldots, x_n>) \} \)
Where, each $x_i$ is either a domain variable or a constant and $p(< x_1, x_2, \ldots, x_n>)$ denotes a DRC formula.

A DRC formula is defined in a manner that is very similar to the definition of a TRC formula. The main difference is that the variables are domain variables.

4. What is a relational database query?

The tuple relational calculus restricts to safe expressions and is equal in expressive power to relational algebra. Thus, for every relational algebra expression, there is an equivalent expression in the tuple relational calculus and for tuple relational calculus expression, there is an equivalent relational algebra expression.

A safe TRC formula $Q$ is a formula such that,

For any given $I$, the set of answers for $Q$ contains only values that are in $\text{dom}(Q, I)$.

For each sub expression of the form $\exists R(p(R))$ in $Q$, if a tuple $r$ makes the formula true, then $r$ contains

5. What is nested query?

When the domain relational calculus is restricted to safe expression, it is equivalent in expressive power to the tuple relational calculus restricted to safe expressions. All three of the following are equivalent,

The relational algebra

The tuple relational calculus restricted to safe expression

The domain relational calculus restricted to safe expression

THREE MARKS QUESTIONS WITH ANSWERS

1. How are queries expressed in SQL?

A query language is a language in which user requests to retrieve some information from the database. The query languages are considered as higher level languages than programming languages. Query languages are of two types,

Procedural Language
Non-Procedural Language

1. In procedural language, the user has to describe the specific procedure to retrieve the information from the database.

Example: The Relational Algebra is a procedural language.

2. In non-procedural language, the user retrieves the information from the database without describing the specific procedure to retrieve it.

Example: The Tuple Relational Calculus and the Domain Relational Calculus are non-procedural languages.

2. What are preliminaries

The relational algebra is a procedural query language. It consists of a set of operations that take one or two relations (tables) as input and produce a new relation, on the request of the user to retrieve the specific information, as the output.

3. Explain domain relational calculus.

Relational calculus is an alternative to relational algebra. In contrast to the algebra, which is procedural, the relational calculus is non-procedural or declarative.

It allows user to describe the set of answers without showing procedure about how they should be computed. Relational calculus has a big influence on the design of commercial query languages such as SQL and QBE (Query-by Example).

Relational calculus are of two types,
- Tuple Relational Calculus (TRC)
- Domain Relational Calculus (DRC)

Variables in TRC takes tuples (rows) as values and TRC had strong influence on SQL.

Variables in DRC takes fields (attributes) as values and DRC had strong influence on QBE.

i) Tuple Relational Calculus (TRC):

The tuple relational calculus, is a non-procedural query language because it gives the desired
information without showing procedure about how they should be computed. A query in Tuple Relational Calculus (TRC) is expressed as \{ T \mid p(T) \}

Where, T - tuple variable,

P(T) - ‘p’ is a condition or formula that is true for ‘t’.

In addition to that we use,

T[A] - to denote the value of tuple t on attribute A and

T \in r - to denote that tuple t is in relation r.

ii) Domain Relational Calculus (DRC):

A Domain Relational Calculus (DRC) is a variable that comes in the range of the values of domain (data types) of some columns (attributes).

A Domain Relational Calculus query has the form, \{ < x_1, x_2, \ldots, x_n > \mid p(< x_1, x_2, \ldots, x_n >) \}

Where, each xi is either a domain variable or a constant and p(< x_1, x_2, \ldots, x_n >) denotes a DRC formula.

A DRC formula is defined in a manner that is very similar to the definition of a TRC formula. The main difference is that the variables are domain variables.

4. What is aggregate operators

The tuple relational calculus restricts to safe expressions and is equal in expressive power to relational algebra. Thus, for every relational algebra expression, there is an equivalent expression in the tuple relational calculus and for tuple relational calculus expression, there is an equivalent relational algebra expression.

A safe TRC formula Q is a formula such that,

For any given I, the set of answers for Q contains only values that are in dom(Q, I).

For each sub expression of the form \[ R(p(R)) \] in Q, if a tuple r makes the formula true, then r contains

When the domain relational calculus is restricted to safe expression, it is equivalent in expressive power to the tuple relational calculus restricted to safe expressions. All three of the following are equivalent,

- The relational algebra
- The tuple relational calculus restricted to safe expression
The domain relational calculus restricted to safe expression

5. What is constraints?

A Duple Relational Calculus (DRC) is a variable that comes in the range of the values of domain (data types) of some columns (attributes).

A Domain Relational Calculus query has the form, \( \{ <x_1, x_2, \ldots, x_n> | p(<x_1, x_2, \ldots, x_n>) \} \)

Where, each \( x_i \) is either a domain variable or a constant and \( p(<x_1, x_2, \ldots, x_n>) \) denotes a DRC formula.

A DRC formula is defined in a manner that is very similar to the definition of a TRC formula. The main difference is that the variables are domain variables.

---

FIVE MARKS QUESTIONS WITH ANSWERS

1. Make a comparison between the tuple relational calculus and domain relational calculus.

The tuple relational calculus restricts to safe expressions and is equal in expressive power to relational algebra. Thus, for every relational algebra expression, there is an equivalent expression in the tuple relational calculus and for tuple relational calculus expression, there is an equivalent relational algebra expression.

A safe TRC formula \( Q \) is a formula such that,

For any given \( I \), the set of answers for \( Q \) contains only values that are in \( \text{dom}(Q, I) \).

For each sub expression of the form \( \Box R(p(R)) \) in \( Q \), if a tuple \( r \) makes the formula true, then \( r \) contains

When the domain relational calculus is restricted to safe expression, it is equivalent in expressive power to the tuple relational calculus restricted to safe expressions. All three of the following are equivalent,

The relational algebra

The tuple relational calculus restricted to safe expression

The domain relational calculus restricted to safe expression
2. What are nested queries? What is correlation in nested queries? Explain.

A query language is a language in which user requests to retrieve some information from the database. The query languages are considered as higher level languages than programming languages. Query languages are of two types,

Procedural Language
Non-Procedural Language

1. In procedural language, the user has to describe the specific procedure to retrieve the information from the database.

Example: The Relational Algebra is a procedural language.

2. In non-procedural language, the user retrieves the information from the database without describing the specific procedure to retrieve it.

Example: The Tuple Relational Calculus and the Domain Relational Calculus are non-procedural languages.

3. Explain queries, constraints, triggers?

The relational algebra is a procedural query language. It consists of a set of operations that take one or two relations (tables) as input and produce a new relation, on the request of the user to retrieve the specific information, as the output.

4. What is triggers and active data bases?

Relational calculus is an alternative to relational algebra. In contrast to the algebra, which is procedural, the relational calculus is non-procedural or declarative.

It allows user to describe the set of answers without showing procedure about how they should be computed. Relational calculus has a big influence on the design of commercial query languages such as SQL and QBE (Query-by Example).

Relational calculus are of two types,

Tuple Relational Calculus (TRC)
Domain Relational Calculus (DRC)

Variables in TRC takes tuples (rows) as values and TRC had strong influence on SQL.
5. What is designing active databases?

The tuple relational calculus restricts to safe expressions and is equal in expressive power to relational algebra. Thus, for every relational algebra expression, there is an equivalent expression in the tuple relational calculus and for tuple relational calculus expression, there is an equivalent relational algebra expression.

UNIT-3

TWO MARKS QUESTIONS WITH ANSWERS

1. List the benefits of BCNF and 3NF.

The fourth step in database design is to analyze the collection of relations in our relational database schema to identify potential problems, and to refine it. In contrast to the requirements analysis and conceptual design steps, which are essentially subjective, schema refinement can be guided by some elegant and powerful theory.

Data redundancy means duplication of data. It causes duplicate data at different locations which destroys the integrity of the database and wastage of storage space.

The problems of redundancy are:
1. Wasted Storage Space. 2. More difficult Database Updates. 3. A Possibility of Inconsistent data.

2. Define loss less join decomposition with example.

The normalization theory based on the fundamental notion of FUNCTIONAL DEPENDENCY. Given a relation R, attribute A is functionally dependent on attribute B if each value of value of A in R is associated with precisely one value of B.

(OR)

In other words, attribute A is functionally dependent on B if and only if, for each value of B, there is exactly one value of A.

(OR)

Functional dependency is a relationship that exists when one attribute uniquely determines another attribute. If R is a relation with attributes X and Y, a functional dependency between the attributes is represented as X→Y, which specifies Y is functionally dependent on X.
Here X is a determinant set and Y is a dependent attribute. Each value of X is associated precisely with one Y value.

3. What is locking Protocol?
The set of all FD’s implied by a given set F of FD’s is called the closure of F, denoted as F+. The following three rules, called Armstrong’s axioms, can be applied repeatedly to compute all FDs implied by a set of FDs. Here, we use X, Y and Z to denote sets of attribute over a relation schema R.

Rule 1: Reflexivity: if X ⊆ Y, then X ⊆ Y.
Rule 2: Augmentation: if X ⊆ Y, then XZ ⊆ YZ for any Z.
Rule 3: Transitivity: if X ⊆ Y and Y ⊆ Z, then X ⊆ Z.

It is convenient to use some additional rules while reasoning about F+.

Rule 4: Union: If x ⊆ Y and X ⊆ z, then X ⊆ YZ.
Rule 5: Decomposition: If X ⊆ YZ, then X ⊆ Y and X ⊆ Z.
Rule 6: Pseudotranstivity: If X ⊆ Y and Y ⊆ P, then XZ ⊆ P.

4. Explain normal form

Redundancy:
- Redundancy means repetition of data.
- Redundancy increases the time involved in updating, adding, and deleting data.
- It also increases the utilization of disk space and hence, disk I/O increases.

DEFINITION OF NORMALIZATION:
- Normalization is scientific method of breaking down complex stable structures into simple table structures by using certain rules.
- Using this method, you can, reduce redundancy in a table and eliminates the problems of inconsistency and disk space usage.
- We can also ensure that there is no loss of information.

Benefits of Normalization:
Normalization has several benefits.

It enables faster sorting and index creation, more clustered indexes, few indexes per table, few NULLs, and makes the database compact.

5. What is normalization

- Normalization helps to simplify the structure of table. The performance of an application is directly linked to database design.
- A poor design hinders the performance of the system.
- The logical design of the database plays the foundation of an optical database.

The following are the some rules that should be followed to achieve a good database design. They are:
- Each table should have an identifier.
- Each table should store data for single type entity.
- Columns that accept NULLs should be avoided.
- The repetition of values or columns should be avoided.

THREE MARKS QUESTIONS WITH ANSWERS

1. Write the Properties of Decompositions.

The normalization results in the formation of that satisfy certain specified rules and represent certain normal forms.

The normal forms are used to ensure that several of anomalies and inconsistencies are not introduced in the database.

A table structure is always in a certain normal form. Several normal forms have been identified.

The following are the most important and widely used normal forms are:
- First normal form (1NF)
- Second normal form (2NF)
- Third normal form (3NF)
- Boyce-Codd Normal Form (BCNF)
Fourth Normal Form (4NF)
The first, second and third normal forms are originally defined by Dr. E. F. Codd.
Later, Boyce and Codd introduced another form called the Boyce-Codd Normal form.

2. What is the difference between 3NF and BCNF?
The fourth step in database design is to analyze the collection of relations in our relational database schema to identify potential problems, and to refine it. In contrast to the requirements analysis and conceptual design steps, which are essentially subjective, schema refinement can be guided by some elegant and powerful theory.
Data redundancy means duplication of data. It causes duplicate data at different locations which destroys the integrity of the database and wastage of storage space.
The problems of redundancy are:
1. Wasted Storage Space. 2. More difficult Database Updates. 3. A Possibility of Inconsistent data.

3. When are two schedules conflict equivalent? What is conflict serializable schedule?
The normalization theory based on the fundamental notion of FUNCTIONAL DEPENDENCY. Given a relation R, attribute A is functionally dependent on attribute B if each value of value of A in R is associated with precisely one value of B.
(OR)
In other words, attribute A is functionally dependent on B if and only if, for each value of B, there is exactly one value of A.
(OR)
Functional dependency is a relationship that exists when one attribute uniquely determines another attribute. If R is a relation with attributes X and Y, a functional dependency between the attributes is represented as X->Y, which specifies Y is functionally dependent on X.
Here X is a determinant set and Y is a dependent attribute. Each value of X is associated precisely with one Y value.

4. Discuss the reason about FD’S
Rules about Functional Dependencies
The set of all FD’s implied by a given set F of FD’s is called the closure of F, denoted as F+. The following three rules, called Armstrong’s axioms, can be applied repeatedly to compute all FDs implied by a set of FDs. Here, we use X, Y and Z to denote sets of attribute over a relation schema R,
Rule 1: Reflexivity: if X ⊆ Y, then X ⊆ Y.
Rule 2: Augmentation: if X ⊆ Y, then XZ ⊆ YZ for any Z.
Rule 3: Transitivity: if X ⊆ Y and Y ⊆ Z, then X ⊆ Z.
It is convenient to use some additional rules while reasoning about F+.
Rule 4: Union: If x ⊆ Y and X ⊆ z, then X ⊆ YZ.
Rule 5: Decomposition: If X ⊆ YZ, then X ⊆ Y and X ⊆ Z.
Rule 6: Pseudotransitivity: If X ⊆ Y and Y ⊆ P, then XZ ⊆ P.

5. What is schema refinement in database design?
Redundancy:
- Redundancy means repetition of data.
- Redundancy increases the time involved in updating, adding, and deleting data.
- It also increases the utilization of disk space and hence, disk I/O increases.

DEFINITION OF NORMALIZATION:
- Normalization is scientific method of breaking down complex stable structures into simple table structures by using certain rules.
- Using this method, you can, reduce redundancy in a table and eliminates the problems of inconsistency and disk space usage.
- We can also ensure that there is no loss of information.

Benefits of Normalization:
- Normalization has several benefits.
- It enables faster sorting and index creation, more clustered indexes, few indexes per table, few NULLs, and makes the database compact.
FIVE MARKS QUESTIONS WITH ANSWERS

1. Discuss about schema refinement
The fourth step in database design is to analyze the collection of relations in our relational database schema to identify potential problems, and to refine it. In contrast to the requirements analysis and conceptual design steps, which are essentially subjective, schema refinement can be guided by some elegant and powerful theory.
Data redundancy means duplication of data. It causes duplicate data at different locations which destroys the integrity of the database and wastage of storage space.
The problems of redundancy are:
1. Wasted Storage Space. 2. More difficult Database Updates. 3. A Possibility of Inconsistent data.

2. What is functional dependency

6. FUNCTIONAL DEPENDENCY:
The normalization theory based on the fundamental notion of FUNCTIONAL DEPENDENCY. Given a relation R, attribute A is functionally dependent on attribute B if each value of value of A in R is associated with precisely one value of B.
(OR)
In other words, attribute A is functionally dependent on B if and only if, for each value of B, there is exactly one value of A.
(OR)
Functional dependency is a relationship that exists when one attribute uniquely determines another attribute. If R is a relation with attributes X and Y, a functional dependency between the attributes is represented as X→Y, which specifies Y is functionally dependent on X.
Here X is a determinant set and Y is a dependent attribute. Each value of X is associated precisely with one Y value.

3. What is normal forms and properties of decompositions
The set of all FD’s implied by a given set F of FD’s is called the closure of F, denoted as F+. The following three rules, called Armstrong’s axioms, can be applied repeatedly to compute all FDs implied by a set of FDs. Here, we use X, Y and Z to denote sets of attribute over a relation schema R,

Rule 1: Reflexivity: if X ⊆ Y, then X ⊆ X.
Rule 2: Augmentation: if X ⊆ Y, then XZ ⊆ YZ for any Z.
Rule 3: Transitivity: if X ⊆ Y and Y ⊆ Z, then X ⊆ Z.

It is convenient to use some additional rules while reasoning about F+.

Rule 4: Union: If x ⊆ Y and X ⊆ z, then X ⊆ YZ.
Rule 5: Decomposition: If X ⊆ YZ, then X ⊆ Y and X ⊆ Z.
Rule 6: Pseudotranstivity: If X ⊆ Y and Y ⊆ P, then XZ ⊆ P.

4. Discuss about normalization

Redundancy:
- Redundancy means repetition of data.
- Redundancy increases the time involved in updating, adding, and deleting data.
- It also increases the utilization of disk space and hence, disk I/O increases.

DEFINITION OF NORMALIZATION:
- Normalization is scientific method of breaking down complex stable structures into simple table structures by using certain rules.
- Using this method, you can, reduce redundancy in a table and eliminates the problems of inconsistency and disk space usage.
- We can also ensure that there is no loss of information.

Benefits of Normalization:
- Normalization has several benefits.
- It enables faster sorting and index creation, more clustered indexes, few indexes per table, few NULLs, and makes the database compact.
5. What are the reasoning about FD’s

6. NORMAL FORMS:

The normalization results in the formation of that satisfy certain specified rules and represent certain normal forms.

The normal forms are used to ensure that several of anomalies and inconsistencies are not introduced in the database.

A table structure is always in a certain normal form. Several normal forms have been identified.

The following are the most important and widely used normal forms are:

- First normal form (1NF)
- Second normal form (2NF)
- Third normal form (3NF)
- Boyce-Codd Normal Form (BCNF)
- Fourth Normal Form (4NF)

The first, second and third normal forms are originally defined by Dr. E. F. Codd.

Later, Boyce and Codd introduced another form called the Boyce-Codd Normal form.

UNIT-4

TWO MARKS QUESTIONS WITH ANSWERS

1. Why is recoverability of schedules desirable?

A transaction is a unit of program execution that accesses and possibly updates various data items.

(or)

A transaction is an execution of a user program and is seen by the DBMS as a series or list of actions i.e., the actions that can be executed by a transaction includes the reading and writing of database.

Transaction Operations:

Access to the database is accomplished in a transaction by the following two operations,

1) read(X) : Performs the reading operation of data item X from the database.

2) write(X) : Performs the writing operation of data item X to the database.

Example:
Let T1 be a transaction that transfers $50 from account A to account B. This transaction can be illustrated as follows,

T1 : read(A);
A := A – 50;
write(A);
read(B);
B := B + 50;
write(B);

2. What is locking Protocol?

**Transaction Concept:**

- The concept of transaction is the foundation for concurrent execution of transaction in a DBMS and recovery from system failure in a DBMS.

A user writes data access/updates programs in terms of the high-level query language supported by the DBMS.

- To understand how the DBMS handles such requests, with respect to concurrency control and recovery, it is convenient to regard an execution of a user program or transaction, as a series of reads and writes of database objects.

- To read a database object, it is first brought in to main memory from disk and then its value is copied into a program. This is done by read operation.

- To write a database object, in-memory, copy of the object is first modified and then written to disk. This is done by the write operation.

3. What is storage structure?

When multiple transactions are being executed by the operating system in a multiprogramming environment, there are possibilities that instructions of one transaction are interleaved with some other transaction.

Schedule – A chronological execution sequence of a transaction is called a schedule. A schedule can have many transactions in it, each comprising of a number of instructions/tasks.

Serial Schedule – It is a schedule in which transactions are aligned in such a way that one transaction is executed first. When the first transaction completes its cycle, then the next transaction is executed.
Transactions are ordered one after the other. This type of schedule is called a serial schedule, as transactions are executed in a serial manner.

4. What is lock based protocol
In a multiprogramming environment where multiple transactions can be executed simultaneously, it is highly important to control the concurrency of transactions. We have concurrency control protocols to ensure atomicity, isolation, and serializability of concurrent transactions.

Why DBMS needs a concurrency control?
In general, concurrency control is an essential part of TM. It is a mechanism for correctness when two or more database transactions that access the same data or data set are executed concurrently with time overlap. According to Wikipedia.org, if multiple transactions are executed serially or sequentially, data is consistent in a database. However, if concurrent transactions with interleaving operations are executed, some unexpected data and inconsistent result may occur. Data interference is usually caused by a write operation among transactions on

5. What is buffer management
This protocol guarantees that the execution of read and write operations that are conflicting is done in timestamp order.

Working of Timestamp Ordering Protocol:
The Time stamp ordering protocol ensures that any conflicting read and write operations are executed in time stamp order. This protocol operates as follows:
1) If TA executes read(x) instruction, then the following two cases must be considered,
   i) TS(TA) < WTS(x)
   ii) TS(TA) WTS(x)
Case 1: If a transaction TA wants to read the initial value of some data item x that had been overwritten by some younger transaction then, the transaction TA cannot perform the read operation and therefore the transaction must be rejected. Then the transaction TA must be rolled back and restarted with a new timestamp.
Case 2 : If a transaction TA wants to read the initial value of some data item x that had not been updated then the transaction can execute the read operation. Once the value has read, changes occur in the read timestamp value (RTS(x)) which is set to the largest value of RTS(x) and TS

2) If TA executes write(x) instruction, then the following two cases must be considered,
   i) TS(TA) < RTS(x)
   ii) TS(TA) < WTS(x)
   iii) TS(TA) > WTS(x)

THREE MARKS QUESTIONS WITH ANSWERS
1. Suppose that there is a database system that never fails. Is a recovery manager required for this system?
   Case 1 : If a transaction TA wants to write the value of some data item x on which the read operation has been performed by some younger transaction, then the transaction cannot execute the write operation. This is because the value of data item x that is being generated by TA was required previously and therefore, the system assumes that the value will never be generated. The write operation is thereby rejected and the transaction TA must be rolled back and should be restarted with new timestamp value.
   Case 2 : If a transaction TA wants to write a new value to some data item x, that was overwritten by some younger transaction, then the transaction cannot execute the write operation as it may lead to inconsistency of data item. Therefore, the write operation is rejected and the transaction should be rolled back with a new timestamp value.
   Case 3 : If a transaction TA wants to write a new value on some data item x that was not updated by a younger transaction, then the transaction can executed the write operation. Once the value has been written, changes occur on WTS(x) value which is set to the value of TS(TA).

2. When are two schedules conflict equivalent? What is conflict serializable schedule?
   This protocol guarantees that the execution of read and write operations that are conflicting is done in timestamp order.

Working of Timestamp Ordering Protocol:
The Time stamp ordering protocol ensures that any conflicting read and write operations are executed in time stamp order. This protocol operates as follows:
1) If TA executes read(x) instruction, then the following two cases must be considered,
   i) TS(TA) < WTS(x)
ii) TS(TA) WTS(x)
Case 1: If a transaction TA wants to read the initial value of some data item x that had been overwritten by some younger transaction then, the transaction TA cannot perform the read operation and therefore the transaction must be rejected. Then the transaction TA must be rolled back and restarted with a new timestamp.
Case 2: If a transaction TA wants to read the initial value of some data item x that had not been updated then the transaction can execute the read operation. Once the value has read, changes occur in the read timestamp value (RTS(x)) which is set to the largest value of RTS(x) and TS
2) If TA executes write(x) instruction, then the following two cases must be considered,
i) TS(TA) < RTS(x)
ii) TS(TA) < WTS(x)
iii) TS(TA) > WTS(x)
3. What is transaction atomicity and durability
In a multiprogramming environment where multiple transactions can be executed simultaneously, it is highly important to control the concurrency of transactions.
We have concurrency control protocols to ensure atomicity, isolation, and serializability of concurrent transactions.
Why DBMS needs a concurrency control?
In general, concurrency control is an essential part of TM. It is a mechanism for correctness when two or more database transactions that access the same data or data set are executed concurrently with time overlap. According to Wikipedia.org, if multiple transactions are executed serially or sequentially, data is consistent in a database. However, if concurrent transactions with interleaving operations are executed, some unexpected data and inconsistent result may occur. Data interference is usually caused by a write operation among transactions on the same set of data in DBMS. For example, the lost update problem may occur when a second transaction writes a second value of data content on top of the first value written by a first concurrent transaction. Other problems such as the dirty read problem, the incorrect summary problem
Concurrency Control Techniques:
The following techniques are the various concurrency control techniques. They are:
concurrency control by Locks
Concurrency Control by Timestamps
Concurrency Control by Validation

4. What is serializability
the same set of data in DBMS. For example, the lost update problem may occur when a second transaction
writes a second value of data content on top of the first value written by a first concurrent transaction. Other
problems such as the dirty read problem, the incorrect summary problem

Concurrency Control Techniques:
The following techniques are the various concurrency control techniques. They are:
concurrency control by Locks
Concurrency Control by Timestamps
Concurrency Control by Validation

5. What is multi version schemes

A transaction is an execution of a user program and is seen by the DBMS as a series or list of actions i.e.,
the actions that can be executed by a transaction includes the reading and writing of database.

Transaction Operations:
Access to the database is accomplished in a transaction by the following two operations,
1) read(X) : Performs the reading operation of data item X from the database.
2) write(X) : Performs the writing operation of data item X to the database.

Example:
Let T1 be a transaction that transfers $50 from account A to account B. This transaction can be illustrated as
follows,
T1 : read(A);
A := A - 50;
write(A);
read(B);
B := B + 50;
write(B);
FIVE MARKS QUESTIONS WITH ANSWERS

1. What is time stamp based protocol

Transaction Concept:
- The concept of transaction is the foundation for concurrent execution of transaction in a DBMS and recovery from system failure in a DBMS.
- A user writes data access/updates programs in terms of the high-level query language supported by the DBMS.
- To understand how the DBMS handles such requests, with respect to concurrency control and recovery, it is convenient to regard an execution of a user program or transaction, as a series of reads and writes of database objects.
- To read a database object, it is first brought in to main memory from disk and then its value is copied into a program. This is done by read operation.
- To write a database object, in-memory, copy of the object is first modified and then written to disk. This is done by the write operation.

2. Describe validation based protocol

Schedule – A chronological execution sequence of a transaction is called a schedule. A schedule can have many transactions in it, When multiple transactions are being executed by the operating system in a multiprogramming environment, there are possibilities that instructions of one transaction are interleaved with some other transaction, each comprising of a number of instructions/tasks.

Serial Schedule – It is a schedule in which transactions are aligned in such a way that one transaction is executed first. When the first transaction completes its cycle, then the next transaction is executed. Transactions are ordered one after the other. This type of schedule is called a serial schedule, as transactions are executed in a serial manner.

3. Discuss recovery and atomicity

In a multiprogramming environment where multiple transactions can be executed simultaneously, it is highly important to control the concurrency of transactions.
We have concurrency control protocols to ensure atomicity, isolation, and serializability of concurrent transactions.

Why DBMS needs a concurrency control?
In general, concurrency control is an essential part of TM. It is a mechanism for correctness when two or more database transactions that access the same data or data set are executed concurrently with time overlap. According to Wikipedia.org, if multiple transactions are executed serially or sequentially, data is consistent in a database. However, if concurrent transactions with interleaving operations are executed, some unexpected data and inconsistent result may occur. Data interference is usually caused by a write operation among transactions on the same set of data in DBMS. For example, the lost update problem may occur when a second transaction writes a second value of data content on top of the first value written by a first concurrent transaction. Other problems such as the dirty read problem, the incorrect summary problem

Concurrency Control Techniques:
The following techniques are the various concurrency control techniques. They are:
concurrency control by Locks
Concurrency Control by Timestamps
Concurrency Control by Validation

4. What is recovery algorithm
This protocol guarantees that the execution of read and write operations that are conflicting is done in timestamp order.

Working of Timestamp Ordering Protocol:
The Time stamp ordering protocol ensures that any conflicting read and write operations are executed in time stamp order. This protocol operates as follows:
1) If TA executes read(x) instruction, then the following two cases must be considered,
   i) TS(TA) < WTS(x)
   ii) TS(TA) WTS(x)
Case 1 : If a transaction TA wants to read the initial value of some data item x that had been overwritten by some younger transaction then, the transaction TA cannot perform the read operation and therefore the transaction must be rejected. Then the transaction TA must be rolled back and restarted with a new timestamp.
Case 2: If a transaction TA wants to read the initial value of some data item x that had not been updated then the transaction can execute the read operation. Once the value has read, changes occur in the read timestamp value (RTS(x)) which is set to the largest value of RTS(x) and TS

2) If TA executes write(x) instruction, then the following two cases must be considered,
   i) TS(TA) < RTS(x)
   ii) TS(TA) < WTS(x)
   iii) TS(TA) > WTS(x)

5. Discuss remote backup system

Case 1: If a transaction TA wants to write the value of some data item x on which the read operation has been performed by some younger transaction, then the transaction cannot execute the write operation. This is because the value of data item x that is being generated by TA was required previously and therefore, the system assumes that the value will never be generated. The write operation is thereby rejected and the transaction TA must be rolled back and should be restarted with a new timestamp value.

Case 2: If a transaction TA wants to write a new value to some data item x, that was overwritten by some younger transaction, then the transaction cannot execute the write operation as it may lead to inconsistency of data item. Therefore, the write operation is rejected and the transaction should be rolled back with a new timestamp value.

Case 3: If a transaction TA wants to write a new value on some data item x that was not updated by a younger transaction, then the transaction can execute the write operation. Once the value has been written, changes occur on WTS(x) value which is set to the value of TS(TA).

UNIT-5
TWO MARKS QUESTIONS WITH ANSWERS

1. How is data organized in a hash based index?

As we know already, database consists of tables, views, index, procedures, functions etc. The tables and views are logical form of viewing the data. But the actual data are stored in the physical memory. Database is a very huge storage mechanism and it will have lots of data and hence it will be in physical storage devices. In the physical memory devices, these datas cannot be stored as it is. They are converted to binary
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format. Each memory device will have many data blocks, each of which will be capable of storing certain amount of data. The data and these blocks will be mapped to store the data in the memory. Any user who wants to view these data or modify these data, simply fires SQL query and gets the result on the screen. But any of these queries should give results as fast as possible. But how these data are fetched from the physical memory? Do you think simply storing the data in memory devices give us the better results when we fire queries? Certainly not. How is it stored in the memory, Accessing method, query type etc makes great affect on getting the results. Hence organizing the data in the database and hence in the memory is one of important think about.

2. Why are tree-structure indexes are good for searches, especially range selections.
This is an advanced sequential file organization method. Here records are stored in order of primary key in the file. Using the primary key, the records are sorted. For each primary key, an index value is generated and mapped with the record. This index is nothing but the address of record in the file.

In this

![Diagram of Data Records and Data Blocks in Memory]

3. Discuss the overview of storage and indexing
A B+ tree is a balanced binary search tree that follows a multi-level index format. The leaf nodes of a B+ tree denote actual data pointers. B+ tree ensures that all leaf nodes remain at the same height, thus balanced. Additionally, the leaf nodes are linked using a link list; therefore, a B+ tree can support random access as well as sequential access.
Structure of B+ Tree

Every leaf node is at equal distance from the root node. A B+ tree is of the order where \( n \) is fixed for every B+ tree.

4. What is index data structures

- Bucket – A hash file stores data in bucket format. Bucket is considered a unit of storage. A bucket typically stores one complete disk block, which in turn can store one or more records.
- Hash Function – A hash function, \( h \), is a mapping function that maps all the set of search-keys \( K \) to the address where actual records are placed. It is a function from search keys to bucket addresses.

5. Discuss the comparison of file organization

In static hashing, when a search-key value is provided, the hash function always computes the same address. For example, if mod-4 hash function is used, then it shall generate only 5 values. The output address shall always be same for that function. The number of buckets provided remains unchanged at all times.
THREE MARKS QUESTIONS WITH ANSWERS

1. What is the main difference between ISAM and B+ tree indexes?

Hash table is a data structure that associates keys with values. To know more about liner hashing refers Wikipedia. Here are main points that summarize linear hashing.

- Full buckets are not necessarily split
- Buckets split are not necessarily full
- Every bucket will be split sooner or later and so all Overflows will be reclaimed and rehashed.
- Split pointer s decides which bucket to split s is independent to overflowing bucket

As we know already, database consists of tables, views, index, procedures, functions etc. The tables and views are logical form of viewing the data. But the actual data are stored in the physical memory. Database is a very huge storage mechanism and it will have lots of data and hence it will be in physical storage devices. In the physical memory devices, these datas cannot be stored as it is. They are converted to binary format. Each memory devices will have many data blocks, each of which will be capable of storing certain amount of data. The data and these blocks will be mapped to store the data in the memory.
Any user who wants to view these data or modify these data, simply fires SQL query and gets the result on the screen. But any of these queries should give results as fast as possible. But how these data are fetched from the physical memory? Do you think simply storing the data in memory devices give us the better results when we fire queries? Certainly not. How is it stored in the memory, Accessing method, query type etc makes great affect on getting the results. Hence organizing the data in the database and hence in the memory is one of important think about.

2. Explain index sequential access method
This is an advanced sequential file organization method. Here records are stored in order of primary key in the file. Using the primary key, the records are sorted. For each primary key, an index value is generated and mapped with the record. This index is nothing but the address of record in the file.

In this

3. Explain a dynamic index structure
A B+ tree is a balanced binary search tree that follows a multi-level index format. The leaf nodes of a B+ tree denote actual data pointers. B+ tree ensures that all leaf nodes remain at the same height, thus balanced. Additionally, the leaf nodes are linked using a link list; therefore, a B+ tree can support random access as well as sequential access.

Structure of B+ Tree
Every leaf node is at equal distance from the root node. A B+ tree is of the order n where n is fixed for every B+ tree.

4. Explain static hashing
   - Bucket – A hash file stores data in bucket format. Bucket is considered a unit of storage. A bucket typically stores one complete disk block, which in turn can store one or more records.
   - Hash Function – A hash function, h, is a mapping function that maps all the set of search-keys K to the address where actual records are placed. It is a function from search keys to bucket addresses.

5. Explain dynamic hashing
   In static hashing, when a search-key value is provided, the hash function always computes the same address. For example, if mod-4 hash function is used, then it shall generate only 5 values. The output address shall always be same for that function. The number of buckets provided remains unchanged at all times.

FIVE MARKS QUESTIONS WITH ANSWERS
1. Give a brief note on Static Hashing.
   Hash table is a data structure that associates keys with values. To know more about linear hashing refers Wikipedia. Here are main points that summarize linear hashing.
   Full buckets are not necessarily split
Buckets split are not necessarily full
Every bucket will be split sooner or later and so all Overflows will be reclaimed and rehashed.
Split pointer s decides which bucket to split s is independent to overflowing bucket

2. Discuss extendible hashing
As we know already, database consists of tables, views, index, procedures, functions etc. The tables and views are logical form of viewing the data. But the actual data are stored in the physical memory. Database is a very huge storage mechanism and it will have lots of data and hence it will be in physical storage devices. In the physical memory devices, these datas cannot be stored as it is. They are converted to binary format. Each memory devices will have many data blocks, each of which will be capable of storing certain amount of data. The data and these blocks will be mapped to store the data in the memory.
Any user who wants to view these data or modify these data, simply fires SQL query and gets the result on the screen. But any of these queries should give results as fast as possible. But how these data are fetched from the physical memory? Do you think simply storing the data in memory devices give us the better results when we fire queries? Certainly not. How is it stored in the memory, Accessing method, query type etc makes great affect on getting the results. Hence organizing the data in the database and hence in the memory is one of important think about.

3. Explain linear hashing
This is an advanced sequential file organization method. Here records are stored in order of primary key in the file. Using the primary key, the records are sorted. For each primary key, an index value is generated and mapped with the record. This index is nothing but the address of record in the file.
In this
4. Discuss tree structured indexing

A B+ tree is a balanced binary search tree that follows a multi-level index format. The leaf nodes of a B+ tree denote actual data pointers. B+ tree ensures that all leaf nodes remain at the same height, thus balanced. Additionally, the leaf nodes are linked using a link list; therefore, a B+ tree can support random access as well as sequential access.

Structure of B+ Tree

Every leaf node is at equal distance from the root node. A B+ tree is of the order \( n \) where \( n \) is fixed for every B+ tree.

5. What is data on external storage

- **Bucket** – A hash file stores data in bucket format. Bucket is considered a unit of storage. A bucket typically stores one complete disk block, which in turn can store one or more records.
- **Hash Function** – A hash function, \( h \), is a mapping function that maps all the set of search-keys \( K \) to the address where actual records are placed. It is a function from search keys to bucket addresses.
HASHING:
- Bucket – A hash file stores data in bucket format. Bucket is considered a unit of storage. A bucket typically stores one complete disk block, which in turn can store one or more records.
- Hash Function – A hash function, \( h \), is a mapping function that maps all the set of search-keys \( K \) to the address where actual records are placed. It is a function from search keys to bucket addresses.

**DBMS Unit wise Quiz Questions**

**UNIT-1**

Q.6 In the relational modes, cardinality is termed as:

(A) Number of tuples.
(B) Number of attributes.
(C) Number of tables.
(D) Number of constraints.

Ans: A

Q.7 Relational calculus is a

(E) Procedural language.
(F) Non-Procedural language.
(G) Data definition language.
(\textbf{H}) High level language.

Ans: \textbf{B}

Q.8 The view of total database content is

(E) Conceptual view.
(F) Internal view.

(G) External view.

(H) Physical View.

Ans: A

Q.9 Cartesian product in relational algebra is

(E) A Unary operator.

(F) A Binary operator.

(G) A Ternary operator.

(H) Not defined.

Ans: B Cartesian product in relational algebra is a binary Operator. (It requires two operands. e.g., P X Q)

Q.10 DML is provided for

(E) Description of logical structure of database.

(F) Addition of new structures in the database system.

(G) Manipulation & processing of database.

(H) Definition of physical structure of database system.

Ans: C DML is provided for manipulation & processing of database.

(Data stored in the database is processed or manipulated using data manipulation language commands as its name)
Q. 1 ‘AS’ clause is used in SQL for

(A) Selection operation.
(B) Rename operation.
(C) Join operation.
(D) Projection operation.

Ans: B ‘AS’ clause is used in SQL for rename operation. (e.g., SELECT ENO AS EMPLOYEE_NO FROM EMP)

Q. 2 ODBC stands for

(A) Object Database Connectivity.
(B) Oral Database Connectivity.
(C) Oracle Database Connectivity.
(D) Open Database Connectivity.

Ans: D

Q. 3 Architecture of the database can be viewed as

(A) Two levels.
(B) Four levels.
(C) Three levels.
Q. 4 In a relational model, relations are termed as

(A) Tuples.
(B) Attributes
(C) Tables.
(D) Rows.

Ans:

Q. 5 The database schema is written in

(A) HLL
(B) DML
(C) DDL
(D) DCL

Ans: C

Q. 6 In the architecture of a database system external level is the

(A) Physical level.
(B) Logical level.
(C) Conceptual level
(D) View level.

Ans: D

**Unit-II**

Q.11 An entity set that does not have sufficient attributes to form a primary key is a

(E) Strong entity set.
(F) Weak entity set.
(G) Simple entity set.
(H) Primary entity set.

Ans: B

Q.12 In a Hierarchical model records are organized as

(E) Graph.
(F) List.
(G) Links.
(H) Tree.

Ans: D

Q.13 In an E-R diagram attributes are represented by

(E) Rectangle.
(F) Square.
(G) Ellipse.
Q.14 In case of entity integrity, the primary key may be

(E) Not Null
(F) Null
(G) Both Null & not Null.
(H) Any value.

Ans: A

Q.15 In tuple relational calculus $2 \ 1 \ P \ P \rightarrow$

is equivalent to

(E) $2 \ 1 \ P \ P \lor \neg$
(F) $2 \ 1 \ P \ P \lor$
(G) $2 \ 1 \ P \ P \land$
(H) $2 \ 1 \ P \ P \lor \land$

Ans: A In tuple relational calculus $P_1 \ P_2$ is equivalent to $\neg P_1 \lor P_2$.

(The logical implication expression $A \ B$, meaning if $A$ then $B$, is equivalent to $\neg A \lor B$)

Q.16 The language used in application programs to request data from the DBMS is referred to as the

(A) DML
(B) DDL
(C) VDL
Q.17 A logical schema

(A) Is the entire database.
(B) Is a standard way of organizing information into accessible parts.
(C) Describes how data is actually stored on disk.
(D) both (A) and (C)
Ans: A

Q. 8 Related fields in a database are grouped to form a

(A) Data file.
(B) Data record.
(C) Menu.
(D) Bank.
Ans: B Related data fields in a database are grouped to form a data record. (A record is a collection of related fields)

Q. 9 The database environment has all of the following components except:

(A) users.
(B) separate files.
(C) database.
(D) database administrator.
Ans: A
Q.20 The language which has recently become the defacto standard for interfacing Application programs with relational database system is

(A) Oracle.
(B) SQL.
(C) DBase.
(D) 4GL.
Ans: B

Q.21 The way a particular application views the data from the database that the application uses is a

(A) Module.
(B) Relational model.
(C) Schema.
(D) Sub schema.
Ans: D

Q.12 In an E-R diagram an entity set is represent by a

(A) Rectangle.
(B) Ellipse.
(C) Diamond box.
(D) Circle.
Unit-III

Q.2 A report generator is used to

(E) Update files.
(F) Print files on paper.
(G) Data entry.
(H) Delete files.

Ans: B

Q.3 The property / properties of a database is / are:

(E) It is an integrated collection of logically related records.
(F) It consolidates separate files into a common pool of data records.
(G) Data stored in a database is independent of the application programs using it.
(H) All of the above.

Ans: D

Q.4 The DBMS language component which can be embedded in a program is

(E) The data definition language (DDL).
(F) The data manipulation language (DML).
(G) The database administrator (DBA).
Q.6 A relational database developer refers to a record as

(E) A Criteria.
(F) A relation.
(G) A tuple.
(H) An attribute.

Ans: C

Q.7 The relational model feature is that there

(E) Is no need for primary key data
(F) Is much more data independence than some other database models.
(G) Are explicit relationships among records
(H) Are tables with many dimensions

Ans: B

Q.8 Conceptual design

(A) Is a documentation technique.
(B) Needs data volume and processing frequencies to determine the size of the database.
(C) Involves modelling independent of the DBMS.
(D) Is designing the relational model.

Ans: C

Q.9 The method in which records are physically stored in a specified order according to a key field in each record is

(A) Hash.
(B) Direct.

(C) Sequential.

(D) All of the above.

Ans: A

Q. A subschema expresses

(A) The logical view.

(B) The physical view.

(C) The external view

(D) All of the above.

Ans: C A subschema expresses the external view. (External schemas are called also called as subschemas)

Q. Count function in SQL returns the number of

(A) values.

(B) distinct values.

(C) groups.

(D) columns.

Ans: A Count function in SQL returns the number of values. (Count function counts all the not null values in the specific column. If we want to count only distinct values than the
Q.12 Which one of the following statements is false?

(A) The data dictionary is normally maintained by the database administrator.
(B) Data elements in the database can be modified by changing the data dictionary.
(C) The data dictionary contains the name and description of each data element.
(D) The data dictionary is a tool used exclusively by the database administrator.

Ans: B

Unit-IV

Q.11 An advantage of the database management approach is

(E) Data is dependent on programs.
(F) Data redundancy increases.
(G) Data is integrated and can be accessed by multiple programs.
(H) None of the above.

Ans: C

Q.12 A DBMS query language is designed to

(E) Support end users who use English-like commands.
(F) Support in the development of complex applications software.
(G) Specify the structure of a database.

(H) All of the above.

Ans: D

Q.13 Transaction processing is associated with everything below except

(E) Producing detail, summary, or exception reports.

(F) Recording a business activity.

(G) Confirming an action or triggering a response.

(H) Maintaining data.

Ans: C

Q.14 It is possible to define a schema completely using

(E) VDL and DDL.

(F) DDL and DML.

(G) SDL and DDL.

(H) VDL and DML.

Ans: B

Q.15 The method of access which uses key transformation is known as

(E) Direct.

(F) Hash.

(G) Random.

(H) Sequential.

Ans: B

Q. 6 Data independence means
(A) Data is defined separately and not included in programs.

(B) Programs are not dependent on the physical attributes of data.

(C) Programs are not dependent on the logical attributes of data.

(D) Both (B) and (C).

Ans: D both (B) and (C)

Q. 7 The statement in SQL which allows to change the definition of a table is

(A) Alter.

(B) Update.

(C) Create.

(D) Select.

Ans: A

Q. 8 E-R model uses this symbol to represent weak entity set?

(A) Dotted rectangle.

(B) Diamond

(C) Doubly outlined rectangle

(D) None of these

Ans: C

Q. 9 SET concept is used in :

(A) Network Model

(B) Hierarchical Model

(C) Relational Model
Q.20 Relational Algebra is

(A) Data Definition Language.
(B) Meta Language
(C) Procedural query Language
(D) None of the above

Ans: C

Q.21 Key to represent relationship between tables is called

(A) Primary key
(B) Secondary Key
(C) Foreign Key
(D) None of these

Ans: C

Unit-V

Q.1 produces the relation that has attributes of R1 and R2

(A) Cartesian product
(B) Difference
(C) Intersection
(D) Product
Q.2 The file organization that provides very fast access to any arbitrary record of a file is

(A) Ordered file
(B) Unordered file
(C) Hashed file
(D) B-tree

Ans: C

Q.3 DBMS helps achieve

(A) Data independence
(B) Centralized control of data
(C) Neither (A) nor (B)
(D) both (A) and (B)

Ans: D

Q.4 Which of the following are the properties of entities?

(A) Groups
(B) Table
(C) Attributes
(D) Switchboard

Ans: C

Q.5 In a relation
(A) Ordering of rows is immaterial
(B) No two rows are identical
(C) (A) and (B) both are true
(D) None of these.
Ans: C

Q.6 Which of the following is correct:
(A) A SQL query automatically eliminates duplicates.
(B) SQL permits attribute names to be repeated in the same relation.
(C) A SQL query will not work if there are no indexes on the relations
(D) None of these

(E) Ans: D

Q.7 It is better to use files than a DBMS when there are
(A) Stringent real-time requirements.
(B) Multiple users wish to access the data.
(C) Complex relationships among data.
(D) All of the above
Ans: B

Q.8 The conceptual model is
(A) Dependent on hardware.
(B) Dependent on software.
(C) Dependent on both hardware and software.
(D) Independent of both hardware and software.

Ans: D
Q.9 What is a relationship called when it is maintained between two entities?

(A) Unary
(B) Binary
(C) Ternary
(D) Quaternary

Ans: B

Q.10 Which of the following operation is used if we are interested in only certain columns of a table?

(A) PROJECTION
(B) SELECTION
(C) UNION
(D) JOIN

Ans: A

BEYOND SYLLABUS

1. Which popular DBMS products are based on the relational data model? DBMS products are based on a logical model other than the relational data model? The relative strengths and weaknesses of the different types (relational versus other logical models) of DBMSs

A. No single answer exists with this case; indeed, solutions will vary depending upon student ingenuity and creativity. Reports should be graded in terms of how well each issue was addressed and in terms of writing quality. Students should be able to find the following information:

Relational DBMSs include DB2, Oracle, SQL Server and Access.

Many newer products are based on the object-oriented data model, or are a hybrid of the relational and Object-oriented approaches. Older mainframe DBMS are based on hierarchical or network logical models. Hierarchical and network DBMSs often provide performance advantages--especially in terms of processing
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speed. Those advantages, however, usually come at the cost of making it much more difficult for end users to do ad-hoc queries of the database. Relational databases support easy to use, yet powerful query languages like SQL and graphical query-by-example languages such as that provided by Microsoft Access. Object-oriented databases are especially effective for including multimedia, whereas hierarchical, network, and relational databases are better suited for alphanumeric data (although the relational model can be extended to include multimedia data). Pure object-oriented databases are more often designed for special purpose scientific use when graphical images and sound need to be stored in the database. Relational and hybrid object-relational DBMSs are commonly used in newer transaction processing systems, although older systems are based on the hierarchical or network data models.

2. Contrast the logical and the physical view of data and discuss why separate views are necessary in database applications. Describe which perspective is most useful for each of the following employees: a programmer, a manager, and an internal auditor. How will understanding logical data structures assist you when designing and using database systems?

A. Databases are possible because of their database management system (DBMS). As shown in Figure 4.2, the DBMS is a software program that sits between the actual data stored in the system and the application programs that use the data. As shown in Figure 4.4, this allows users to separate the way they view the data (called the logical view) from the way the data is actually stored (the physical view). The DBMS interprets the users' requests and retrieves, manipulates, or stores the data as needed. The two distinct views separate the applications from the physical information, providing increased flexibility in applications, improved data security, and ease of use. In a database system, the manager will rarely need to understand or be familiar with the physical view of the data. Nor, in most instances, will the internal auditor and the programmer as most everything they do involves the logical view of the data.

If accountants understand logical data structures and the logical view of the data, they are better able to manage, use, and audit a database and its data.

3. The relational data model represents data as being stored in tables. Spreadsheets are another tool that accountants use to employ a tabular representation of data. What are some similarities and differences in the
way these tools use tables? How might an accountant’s familiarity with the tabular representation of spreadsheets facilitate or hinder learning how to use a relational DBMS?

A. Major difference between spreadsheets and databases is that spreadsheets are designed primarily to handle numeric data, whereas databases can handle both text and numbers. Consequently, the query and sorting capabilities of spreadsheets are much more limited than what can be accomplished with a DBMS that has a good query language. Accountants’ familiarity with spreadsheets might hinder their ability to design and use relational DBMS because many links in spreadsheets are preprogrammed and designed in, whereas a well-designed relational database is designed to facilitate ad-hoc queries. Accountants’ familiarity with spreadsheets sometimes leads them to use a spreadsheet for a task that a database could handle much better. Over the years, the Journal of Accountancy has published a number of very good articles on how to use databases and when to use databases and when to use spreadsheets. These articles can be found on the Journal’s website: http://www.journalofaccountancy.com/

4 Some people believe database technology may eliminate the need for double-entry accounting. This creates three possibilities: (1) the double-entry model will be abandoned; (2) the double-entry model will not be used directly, but an external-level schema based on the double-entry model will be defined for accountants’ use; or (3) the double-entry model will be retained in database systems. Which alternative do you think is most likely to occur?

A. There is no correct answer to this question because it is asking the student to express his opinion on what will happen in the future. Therefore, the quality of his answer depends on the justifications provided. Good answers should address the following:

Database technology does permit abandonment of double entry, but there will likely be great resistance to such a radical change. Thus, students choosing this option need to present reasons why they think such a radical change would succeed.

• The use of a schema for accountants seems quite plausible. It does eliminate the redundancy of double entry from the database system, yet it still provides a framework familiar and useful to accountants and financial analysts.
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- There is a good possibility that double entry will remain, even in databases, due to inertia. Indeed, many modern AIS, such as ERP systems, use databases but also retain the principles of double entry.

5. Relational DBMS query languages provide easy access to information about the organization’s activities. Does this mean that online, real-time processing should be used for all transactions? Does an organization need real-time financial reports? Why or why not?

A. Online real-time processing is not necessary for every business transaction. For example, batch processing is adequate for payroll: there is little need for the data to be current except on payday. Real-time financial statements are useful for planning and provide management with better ability to react to changes in the environment. Nevertheless, real-time financial statements may present distorted pictures of reality if accruals have been ignored or not properly recognized.

6. Why is it so important to have good data?

A. Bad data costs businesses over $600 billion a year. Some people estimate that over 25% of business data is inaccurate or incomplete. In addition, incorrect database data can lead to bad decisions, embarrassment, and angry users. The text illustrated this with the following examples:

For quite some time, a company sent half its catalogs to incorrect addresses. A manager finally investigated the large volume of returns and customer complaints and corrected the customer addresses in the database. He saved the company $12 million a year.

Valparaiso, Indiana used the county database to develop its tax rates. After mailing the tax notices, it was discovered that a $121,900 home was valued at $400 million. Due to the $3.1 million property tax revenue shortfall, the city, the school district, and governmental agencies had to make severe budget cuts.

Managing data is not going to get any easier as the quantity of data generated and stored doubles every 18 months.

7. What is a data dictionary, what does it contain, and how is it used?
A data dictionary contains information about the structure of the database. Table 4-1 shows that there is a record in the dictionary describing each data element. The DBMS maintains the data dictionary, whose inputs include new or deleted data elements and changes in data element names, descriptions, or uses. Outputs include reports for programmers, designers, and users. These reports are used for system documentation, database design and implementation, and as part of the audit trail.

8. Compare and contrast the file-oriented approach and the database approach. Explain the main advantages of database systems.

Information about the attributes of a customer, such as name and address, are stored in fields. Fields contain data about one entity (e.g., one customer). Multiple fields form a record. A set of related records, such as all customer records, forms a file (e.g., the customer file). A set of interrelated, centrally coordinated files forms a database.

Figure 4-2 illustrates the differences between file-oriented and database systems. In the database approach, data is an organizational resource that is used by and managed for the entire organization, not just the originating department. A database management system (DBMS) is the interface between the database and the various application programs. The database, the DBMS, and the application programs that access the database through the DBMS are referred to as the database system. Database systems were developed to address the proliferation of master files. This proliferation created problems such as the same data stored in two or more master files. This made it difficult to integrate and update data and to obtain an organization-wide view of data. It also created problems because the data in the different files was inconsistent.

Databases provide organizations with the following benefits:

Data integration. Master files are combined into large “pools” of data that many application programs access. An example is an employee database that consolidates payroll, personnel, and job skills master files.

Data sharing. Integrated data is more easily shared with authorized users. Databases are easily browsed to research a problem or obtain detailed information underlying a report. The FBI, which does a good job of collecting data but a poor job of sharing it, is spending eight years and $400 million to integrate data from their different systems.
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Minimal data redundancy and data inconsistencies. Because data items are usually stored only once, data redundancy and data inconsistencies are minimized.

Data independence. Because data and the programs that use them are independent of each other, each can be changed without changing the other. This facilitates programming and simplifies data management.

Cross-functional analysis. In a database system, relationships, such as the association between selling costs and promotional campaigns, can be explicitly defined and used in the preparation of management reports.